Geometrical Motifs of First-Episode Psychosis (FEP) in Live Dyadic Interactions
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e Functional brain responses are acquired with Shimadzu
LABNIRS (134 channels) and EEG (32 channels) along
with facial expression recordings
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e 24 blocks (each of 30 seconds) of brain activity where the Conclusions

actor 1s stimulated by different emotionally valenced videos e Incorporating joint representations from fNIRS and EEG

(theta band) data yields best classification
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